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Al Accelerator — A National Security Imperative |||i|-

AlA partnership taps into a key national strength — talent at

Fblis leading universities
et Secuthy Sommisionen et netfoeree “Al is expanding the window of vulnerability the United States has
. already entered. For the first time since World War Il, America’s
: technological predominance—the backbone of its economic and military
power—is under threat.

'DEPARTMENT OF DEFENSE ‘ National Security Commission on Al, 2018

“Therefore, accelerating the adoption of [Al] presents an unprecedented
opportunity to equip leaders at all levels of the Department with the data
they need, and harness the full potential of the decision-making power of

our people.
Department of DoD Data Analytics and Al Adoption Strategy, 2023

R

“Federal investments in fundamental research have enabled the current Al

BIPARTISAN HOUSE opport un/ty.
TASK FORCE REPORT ON
ARTIFICIAL INTELLIGENCE

University Al R&D is necessary but must be paired with vibrant
technology transfer activities.”

Bipartisan House Task Force Report on Artificial Intelligence, 2024




Al Accelerator Program Illil-
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16 active projects that involve more than 150 MIT faculty,
researchers, students, and DAF personnel to advance Al

Project teams work closely with stakeholders and engage the
wider Al Ecosystem through public challenge problems

O g AlA’'s education, research activities, and development of best
¥ data practices build and support DAF Al readiness
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Al Accelerator Projects
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DAF-MIT Al Accelerator Impact N

Examples of Transition Activities/Opportunities

Neural Models for Space Domain . . :
Magnetic Navigation Air Guardian Autonomy Conversational Al

530+ Papers Posted Online
1200+ authors & 13,600+ citations

C-17 Integration & ML Informed X-62 Integration & 618 AOC NITMRE

Demonstration Maneuver Demonstration Implementation
Nm:mmm"m _ i S Partnered with AMC, Detection Partnered with Partnered with the 618

gle(')jve;i;lt;grmcontinuous-timeneural Neural circuit policies enabling auditable AFIT, AFRL to Optlmlzed algorlthm DARPA’ AFWERX! AOC’ 577th! and
e R demonstrate Magnetic for maneuver JHU-APL, TPS and 581st SWES at

o ot e Navigation on a C-17 detection fielded at EpiSci to test Liquid Robins AFB to use
during AMC’S National Space Neural Networks FOR Natural Language

MOBILITY Defense Center to Collaborative Combat Processing for C2

12 Novel Al 10+ Million GUARDIAN. flag satellite on the X-62 VISTA. trend analysis, info

Challenges Computer- movements retrieval, and event

1000+ participants Hours F)fedlCtlon.

Advancing Al Education

Al for Senior National Leaders (100+ stars)
Al online learning for 650,000 DAF personnel
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Democratizing Data:
An Intelligent Querying System for Marine Corps
Data
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Abstract—This research presents the development and im-
plementation of a texi-to-Structured Query Language |su|.1
system tailored for Marine Corps logistics, capitalizing
the proven capabilitics of Large Language Models (LL o). sv
fine-tuning an open-source LLM on a curated Global Combat
Suppart System - Marine Corps supply and maintenance dataset,
we demonsirate how non-technical users can intuitively interact
with Marine Corps data :nmgn natural language querics,
enhancing data
Our approach assumes rsnum-mnslrllnﬂi environment,
demonstrating that fine-tuning and deploying the model on a
single NVIDIA A100 graphics processing unit (GPU) s not
only feasible, but also highlights the potential for local or cdge-
based artificial intelligence (A1) solutions, We further identify the
critical importance of high-quality, representative datasets and
propuse a hybrid approach combining prompt engincering with
fine-tuning to improve performance. Our findings culminate in
conerete recommendations for the Marine Corps regarding data
governance, Al integration, and workforce development.

Index Terms—Artificial Intelligence, Large Language Models,
Text-10-SQL, Fine-tuning, Natural Language Processing, Data
Governance, Logistics, Military

L. INTRODUCTION

The Marine Comps recognizes the imperative of achieving
an asymmetric advantage over its adversaries in the digi-
tal domain [1]. Iis recently published Anificial Intelligence
(AI) Strategy acknowledges and emphasizes the transforma-
Imam] power of data and cmerging technologics o acecler
and These advan
ments enable Marines to fight smarter and close kill chains
faster and more reliably than the adversary [11. Al is onc of
the technologies identified as having the ability o significantly

improve the way Marines train, plan, and fight.
Although there are opportunities for Al application across
all warfighting functions, logistics represents an arca ripe for

Rescarch was sponsored by the Department of the Air Force Artificial
Intelligence Acceleratos and was sccomplished under Cooperative Agreement
Number FAS7$0-19-2-1000. The views and conclusions contained in this
document sre thase of the sithiors snd should not be interpreted a3 feprescating
s il pullcien, e ey o Sl of b Dt o i
Air Force or the US. Gow The US. Government s suthorized 10
Feproduce and e reprints for Govemment purposes notwithstanding
any sopyright notation herein.

Kevin Nam, PhD
MIT Lincoln Laboratory
Lexingion, Massachusetts

kevin nam@ I, mit edu

innovation due to the structure and a
data. Identified as the “pacing function™ far o s, “logis-
tics most dictates the tempo .:r upcmlmm and the upcr.nmml
reach of a unit. No other function more

affects our ability 1o persist in contested spaces [2]

ilability of mgmm

A. Contribution

With the intent to democratize d ur research capitalizes
on the proven capabilities of open-source Large Language
Models (LLMs) to develop a text-to-Structured Query
Language (SQL) system tailored to Marine Corps logistics.
Our work serves as an actionable model illustrating how
Marine Corps can pmuuuy Ir\cmgc recent advancements
in Al to enhance d: and
effectivencss. We summarize our contributions and insights
as follows:

Approach and Implementation:

« What We Did: Developed a text-to-SQL system that
enables users to effectively “chat” with Marine Corps data
in an initive fashion. To do so. we curated a bespoke
dataset with which we fine-tuned an open-source LLM
specifically for converting natural language text to SQL
queries related to Marine Corps supply and maintenance
data. Generated SQL queries were automatically executed
against a database and returned to the user showcasing
that with our sysiem, anyone, regandless of fechnical
ability, has the power to take advantage of the wealth of
data available in the MDR to make data-driven decisions.

« What We Demonstrated: Our work demonstrates the
ability to effectively and efficiently fine-tune an LLM

in 4 resource-constrained environment. With only a sin-

gle NVIDIA A100 graphics processing unit (GPU), we
highlight the feasibility of implementing an LLM-based
solution locally, or in a simulated edge environment.

« What We Learned: A high-quality datset that is
representative of the complexity and diversity of real-
world prompts plays a significant role in impacting
model performance. Developing this kind of dataset that

Cruise Burn Model Evaluation and Results

*Occaslonal over-prediction in short transits (e.g.. Mission
E)

)
*Model variance Increases slightly on missions with very
high of very low optimal cruise burn
*Real-world tail-specific behaviors not fully captured in this
be improved P i

drag effects.

1. AFMAN11-2MQ-8V3

AC-130 Operator GUI

Avg. Model Error: 2.96 Ibs/hr, vs.
Pilot: 26.97 Ibs/hr

Model Mean Squared Error
(MSE): 17.17, vs. Pilot: 771.67

Mode! consistently stays within 3
Ibs/hr of optimal for most
missions.

Final fuel predictions are much
closer to optimal than pilot
estimates.

Provides strong performance even
across a wide range of mission
durations (141-317 min).

+ Intuitive

+ Simple

+ Integrated

« ICW ATR & KCA efforts

1 Lethality Results X
Torget ID: H_OMS3_L € Infany Fightng Vehide Target Orentaton
Moty Inmedate m
[WesponTroe | Fuse | Delay | rofejangie | Torget epect [RaundCount bty oo | 1251
Gritfin Alrburst NiA DIR Right 1 78% Hesel Assign
SGM  AlburstLow /A Vertical | Right 1 94% | Heact Assign
Hellfire RIE  Airburst NjA Direct Left 1 89% Heaet Assign
SDB  Airburst7h | N/A | A0deg | From 1 92% | Aecet Assign
12 [3] BMEKEA. = oo Al Accelerator

Creating Al Literate Airmen by Facilitating Operational Solutions

DeptAlr Farce || MIT




Know-Apply-Lead Portfolio and Impact |||i|-

SENIOR LEADERS Al FOR NATIONAL

(GFO/SES) SECURITY LEADERS LEADERS

Transitioned to OSD CDAO; in AF SLDP portfolio TSP st T Mt
(240 students) The Future of Human Al Collab (200 students)
Leadership: Human
and Al Collaboration
in the Workforce
{ LEARNING MACHINES ML Business Cohorts At Scale: 700+ Participants
N TRAINING Strategy Platform adopted onto Digital University (OSD CDAO)
(400 students)
Participants: TPS / ACC A587 / AFWERX Autonomy Prime / Machine Learning &
ACC CDAO (40 students) Business Strategy

Train the Trainer: USAFA & AFIT Data Science,

HAF/ST sponsored; first Workshop tailored towards an
TPS, USSF (10 students) P P

Ol community DAF-wide (CCA)
Classified follow-on in the works per HAF/ST request

DEVELOPERS MIT Data Science & Slk (60 students)

Statistics Micro MS
MIT HORIZON MIT Horizon Innovation &

Stanford Professional Technology Workshop USERS

Certificate in Al MIT Lincoln Laboratory

Funded by SAF/SA for DAF Analytic Communit Al 101

Awarding Al Practitioner SEI Designing and Building Al
Integrating with Digital University (60 students) Products and Services

Purchased by ACSC/JADS for Data Science and Al
track (400 students)




3-year Summary: Highlighted Project Accomplishments IIIII

Al Education Research: Know-Apply-Lead

Al EDUCATION IMPACT

Bespoke Al learning journeys defined
and evaluated for key DoD role
archetypes with new measures.

Innovative online course developed on

Human-Al Collaboration. General
availability.

Two Innovative, in-person workshops
developed and evaluated: Horizon
Scenarios + Learning Machines:
Computation, Ethics and Policy. Very
well received.

Engaged over 1500 airmen, DoD

PUBLICATIONS + AWARDS

9 publications in peer-reviewed
conferences in engineering
education (7 completed, 2 in
progress).

Toolbox of innovative
instruments and measures for
assessing Al Leadership, Ethical
and Technical knowledge.

MIT News Article (link)

2023 DAF-MIT AIA Directors

TRANSITION IMPACT

MIT Horizon Al education Cloud One
integration complete with Chief
Digital and Atrtificial Intelligence Office
(CDAO) to serve the entire DoD

”
\

personnel and NATO allies learners
over 3.7 M of minutes (62K hours) of Award
Al education.




Concluding Thoughts... Mir

* As an organizational model — DAF/MIT AIA benefits from:
* Access to campus, LL as transition partner

* Close alignment to users, growing network — permanent party & Phantoms
e Vibrant ecosystem — on campus, across DoD

* Educational Opportunities Abound
 DAF must determine what Al education is needed
* Al impact on education — rethinking “knowledge”

10 “Wings Through Time” Robert Emerson Bell



